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Simple Rules of Engagement

* | have muted all participant lines for this introduction and the
briefing.

* If you need to contact me during the briefing, send me an e-mail at
sosecie@mitre.org.
* Download the presentation so you can follow along on your own

* We will hold all questions until the end:
| will start with questions submitted online via the CHAT window in Teams.

* | will then take questions via telephone; State your name, organization, and
question clearly.

* If a question requires more discussion, the speaker(s) contact info is
in the brief.



Disclaimer

 MITRE and the NDIA makes no claims, promises or guarantees
about the accuracy, completeness or adequacy of the contents of
this presentation and expressly disclaims liability for errors and
omissions in its contents.

* No warranty of any kind, implied, expressed or statutory,
including but not limited to the warranties of non-infringement of
third party rights, title, merchantability, fitness for a particular
purﬁose and freedom from computer virus, is given with respect
to the contents of this presentation or its hyperlinks to other

Internet resources.

* Reference in any presentation to any specific commercial
products, processes, or services, or the use of any trade, firm or
corporation name is for the information and convenience of the
participants and subscribers, and does not constitute
endorsement, recommendation, or favoring of any individual
company, agency, or organizational entity.
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Managing coastal regions — why?

THE CONTEXT



Norway + Ocean = True

[Slide credit: Sivert Bakken, NTNU]

Coastal zones are rich in fish
that visit the Norwegian Sea
from the North Atlantic or from
the Barents Sea

Export of Norwegian Seafood
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Norway is responsible for ¥ of
the salmon production in the
world, and of all the seafood
produced in Norway, 95% is
exported

The Norwegian continental
shelf is 4 times the the
Norwegian mainland, and » of
the area of Europe is the
Norwegian continental shelf




Norway + Ocean = True
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“Close to 40 % of the targets
underpinning the 17 UN SDGs rely
on the use of space science and

technology” — Simonetta Di Pippo,

Director of UN Office for Outer Space Affairs
(2018)

“‘Understanding the ecology,
biogeochemistry and hazards of our
oceans in a varying and changing

climate is critical to sustaining Earth

as a habitable planet” — International
Ocean Color Coordinating Group (2008)




MASSIVE

Mission-oriented autonomous systems with small satellites
for maritime sensing, surveillance, and communication




Managing coastal regions
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Stakeholder analysis
Who cares?



Stakeholder analysis

«  “Hot topic” — High
level of interest

 EXpect movement
as SoS matures

« Helpful to make
decisions on how to
manage
stakeholders
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Stakeholder analysis

#10 Integrated
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Detecting Oceanographic Phenomena
PROBLEM



Problem: Detecting Oceanographic Phenomena

[ Light Absorption Spectra for Marine Algal Pigments

Chlorophyll ¢

Chlorophyll b
Chlorophyll a

Phenomena:
 Temperature
« Salinity

« Current

« Wind

* Height

* Phytoplankton

Carotenoids .
Phycocyanin

Wavelength (nm)

Brish 2012)
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Problem: Detecting Oceanographic
Phenomena - example

Harmful Algal Blooms

[Slide credit: Sivert Bakken, NTNU]

i Forst fem dagerter angree

- o~

e )

startet, gikk
«dodsalge»-alarmen

—Vitrenger bedre varslingsrutiner, slik at det blir gjort noe umiddelbart hvis alarmen
gar i fremtiden, sier Robert Eriksson fra Sjpmatbedriftene.



roblem: Detecting Oceanographic
henomena




Use-cases

UC-1: Nominal (low resolution) monitoring of the coast (large coverage area).

Requirements: multispectral imaging; medium-scale distributed SST, SSH, salinity,
ocean current, and sediment data; edge computing capabilities and low data rate
(LDR) OR high data rate (HDR) and ground system computing.

UC-2: On-demand high resolution monitoring of HABs (medium coverage
area). Requirements: hyperspectral imaging with high temporal and spatial
resolution, plus UC-1.

UC-3: Aquaculture monitoring (small coverage area). Requirements: high
frequency oceanographic phenomena monitoring; multispectral imaging; off-board
HDR.

UC-4: High-resolution monitoring of the coast (various coverage area).
Requirements: high frequency oceanographic phenomena monitoring;
hyperspectral imaging with high temporal and spatial resolution. LDR or HDR is
dependent on edge computing capabilities.

25



Problem

Constraint. Communication gaps



Communication
constraints

AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA

[Figure credits: Artur Zolich]



Communication gaps

Geostationary satellites
have poor coverage in
areas north of 75°

[Ahlenius 2016]



Communication
constraints

AAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA

[Figure credits: Artur Zolich]



Alternatives
Multi-robot, space-based, and ground-based systems



Multi-robot systems

“a system composed of multiple assets

 Different autonomous vehicles have different capabilities where each asset has an individual and

« Looking at how they can fulfill the various use-cases a collective task and must have
. Cost and interoperability knowledge about the other assets and

their movements and performance to
achieve the collective mission”

Heterogeneous

Homogeneous

"
N3
=

31
[Figure credits: Artur Zolich]



Multi-robot systems

“a system composed of multiple assets

 Different autonomous vehicles have different capabilities where each asset has an individual and
« Looking at how they can fulfill the various use-cases a collective task and must have
. Cost and interoperability knowledge about the other assets and
their movements and performance to
achieve the collective mission”

<25kg >25kg Fixed Light AUV AUV Gliders Renew. Boats Vessels
wings energy
X X X X X
X X X X X X
X X X X X
- - + + + + - - -
++a + - + - + - -
+
- + - - - + ++ ++
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Space segment alternatives
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Decision-making
Why So0S? Decision-making for managing coastal regions



MASSIVE as an S0S ® ‘

Operational « Each system is developed to operate independently - ‘
Independence « Can reach decisions independently

_ Managerial * Systems are developed in different phases by different
Independence projects

» The systems can be upgraded and updated after deployment

Emergent behavior * No single system can monitor the coast without cooperation

35



Decision-making for Arctic coastal @ ‘

region

. MICRO-level

MESO-level

MACRO-level

Local governments

Access rights

National and local

governments
System and activities

Multinational scale
Political decisions




Evaluation

How can viewing the MASSIVE project as an SoS produce a system that
supports the scientific community and informs decision-makers?



svaluation of MASSIVE

UC-2: On-demand high
resolution monitoring for

HAB

www.incose.org/symp2020 38

[Figure credits: Artur Zolich]



The AutoSat

UC-2 ELABORATION



On-demand high resolution monitoring o ‘
for HAB

* Integration of existing assets
« Each asset works fine alone

SmallSat
Ocean optical remote sensing
Area: <100 km x 100 km
Speed: 7600 m/s

UAV
Ocean optical remote sensing
Area: <50 km x 50 km
Speed: 5-15 m/s

ASV

CLIMATE S
100 years [~ Ocean in-situ
Decadal Oscillations/ Area: <10 km x 10 km
Fish Regime Shifts Speed: 1-2 m/s
10 years |- Mesoscale
Phenomena g AUV
Seasonal MLD & Ocean in-situ measurements
. Biomass Cycles Area: <5 kmx 5 km
1 year - \ Speed: 0.5-2 m/'s
Fronts, Eddies -
1 month - & Filaments
2 Coastally Trapped
g Waves
g Viweek [ Synoptic Storms, River
L Outflows, & Sediment
Resuspension
1day |- Diurnal
Inertialinternal
& Solitary Waves
1 hour -
Turbulent L
Patch Size
1 min
Molecular
Processes
1 sec g} ! ! ! I | ! L ! 1
1mm iem 1dm im 10m 100 m 1 km 10 km 100 km 1,000 km 10,000 km
Horizontal Spatial Scales

Ocean Observatories and Information: Building a Global Ocean Observing Network. Figure 1
A stommel diagram showing the range of spatial and temporal scales over which ocean 40

processes operate. The figure was constructed by Tommy Dickey and is published with his

[Schofield et al. 2012]

permission
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On-demand high resolution monitoring o ‘
for HAB

* Integration of existing assets
* Each asset works fine alone

* Missing interface definition
— Information sharing
— Physical communication layer

* Need for a Mission Coordinated Control Center

42 2



Operational
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AutoSat

« Developed 3 scenarios

1. Scenario 1.
« Using existing satellite data from database
« Command AutoNaut to take samples

2. Scenario 2:
« Using small satellite to gather measurements
* Process measurements
« Downlink measurements to ground
« Command AutoNaut to take samples

3. Scenario 3:
« Using small satellite to gather measurements
 Process measurements and create operational data product
« Command AutoNaut to take samples
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AutoSat: Scenario 1

There might be latency In
data products from Sentinel

Does not require any new
capabilities
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AutoSat: Scenario 2

* Using the ground segment as in-between
because there isn’t direct communication
between space segment and AutoNaut

« Communication
latency?

* AutoNaut
response time”?

 Limits for
response range?




AutoSat: Scenario 3

 Direct communication between
satellite and AutoNaut

 Information to be shared:
— P

mi] ﬁ @ Area-of-interest and time
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AutoSat: Scenario 3

 Direct communication
between satellite and
AutoNaut

 [nformation to be shared:

—-

mi] ﬁ @ Area-of-interest — Ms—— B
W andtime Open guestions:

«  Which communication system to use?

« Broadcast messages (one-way) or
exchange information (two-way)?

o
E /i\ Which
measurements
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CONCLUSION AND FUTURE
WORK



Mobilise scientists on
critical ocean priorities for
Agenda 2030

Synthesise existing
research and define trends,
knowledge gaps and
priorities for future
research

Synthesise results and
develop user driven
solutions

The Vision

To develop scientific
knowledge, build
infrastructure and foster
relationships for a
sustainable and healthy
ocean

Foster new joint research
and cooperation within
and across ocean basins

Bridge science, policy and
societal dialogues via:
information;
communication and, access
to data

New co-designed research
strategies




Future work
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@ NTNU

Norwegian University of
Science and Technology

Thank you for listening
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lllustrations

[Content page] Photo by Valdemaras D. on Unsplash
[Man gazing] Photo by Carl Cerstrand on Unsplash
[Reindeer island] Copernicus Sentinel data (2017), processed by ESA, CC BY-SA 3.0 IGO

[Image from space] Photo by NASA on Unsplash
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Mapping between
stakeholders and
needs
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